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In this paper we consider the problem of defending against increasing data exfiltration threats in the domain
of cybersecurity. We review existing work on exfiltration threats and corresponding countermeasures. We
consider current problems and challenges that need to be addressed to provide a qualitatively better level of
protection against data exfiltration. After considering the magnitude of the data exfiltration threat, we outline
the objectives of this paper and the scope of the review. We then provide an extensive discussion of present
methods of defending against data exfiltration. We note that current methodologies for defending against
data exfiltration do not connect well with domain experts, both as sources of knowledge and as partners in
decision-making. However, human interventions continue to be required in cybersecurity. Thus, cybersecurity
applications are necessarily socio-technical systems which cannot be safely and efficiently operated without
considering relevant human factors issues. We conclude with a call for approaches that can more effectively
integrate human expertise into defense against data exfiltration.
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1 MAGNITUDE OF THE DATA EXFILTRATION THREAT
Since data can be very valuable in a variety of contexts (government, banking, etc.), data is a
target for a variety of adversaries including criminals, governments, and even law enforcement.
Almost anyone, even non-technical personnel armed with the right tools, can perform some sort
of attack vector to exfiltrate highly valuable objects, making the fight against data exfiltration
threats extremely challenging. Due to the large potential losses associated with exfiltration events,
countermeasures against exfiltration have become a top priority for organizations when securing
cyber defense perimeters. Unfortunately, securing an organization’s data perimeter, by itself, will
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not eliminate exfiltration threats. Over the last decade, a massive amount of user information has
been leaked, while recognition and response within those organizations was slow to materialize.

A prominent example of data exfiltration was the Sony PlayStation Network (PSN) data breach.
In April 2011, Sony shut down its PSN for over a month due to a data breach. Names, addresses,
birth dates, credentials, and credit card information were stolen. Sony was criticized for its late
response in informing PSN users. Sony notified its customers a week later after they realized there
was an exfiltration event [27]. About 77 million user accounts were affected in this event, and it
could be the largest ever credit card information leak incident [155].
Public departments are also valuable targets. The voter data leak in 2016 exposed 55 million

Filipino voters’ fingerprints and passport information [59]. In the Office of Personnel Management
(OPM) hack, 21.5 million federal employees’ background information, including their names,
addresses, social security numbers, and 5.6 million fingerprints were leaked [73]. The hacker group
leveraged a compromised contractor’s credentials to access OPM’s internal network to exfiltrate
valuable data. The reaction of the OPM office was significantly delayed, where one article suggested
that the hackers might have been stealing data for more than a year until the OPM office finally
discovered it through a third-party company’s disclosure [67].
Exfiltration events can also be launched by government agencies [86]. The Yahoo breach, one

of the largest data breach events so far, was carried out by hackers believed to be aligned with
Russian state security service [219]. Through phishing emails, these hackers successfully obtained
valid credentials for the user database and details regarding the account management tool. The
database contained names, phone numbers, password challenge questions/answers. It also stored
password recovery emails and a cryptographic value unique to each account, which later allowed
the hackers to access their target victims including an assistant to the deputy chairman of Russia,
an officer in Russia’s Ministry of Internal Affairs, a trainer working in Russia’s Ministry of Sports,
some Russian journalists, and some U.S. government workers [219]. Yahoo! estimated that all of its
user accounts, roughly 3 billion, were affected by this event [202], which thus made it one of the
largest events ever, in terms of number of people/accounts affected.

In addition to user claims, companies subject to exfiltration events usually have to pay for fines,
settlements, and penalties relating to ‘poor handling’ of cyber threats. In 2018, Yahoo was fined
$35 million by the U.S. Securities and Exchange Commission (SEC), and the class action lawsuit
penalty cost around $50 million dollars. In two more recent financial company breach events -the
Equifax breach (losing 150 million user records) and the Capital One breach (affecting 100 million
users) - Equifax agreed to pay $575 million in a settlement with the Federal Trade Commission, the
Consumer Financial Protection Bureau (CFPB); whereas Capital One was fined by the Office of the
Comptroller of the Currency for $80 million [203].

The 2014 McAfee Centre for Strategic and International Studies report calculated that the total
annual cost of cybercrime was around $400 billion, where data exfiltration was the main motivator
for these attacks [128]. In recent years, cyber breach objectives have gradually transformed into
delivering/installing ransomware (which not only undermine information confidentiality as in
regular exfiltration events but also affect system availability). Data exfiltration has consequently
become a major component of ransomware attacks, where adversaries leverage the fear of sensitive
data disclosure or destruction to demand a ransom [147]. The use of ransomware that leads to
exfiltration threats may create much greater costs than simply losing access to proprietary data.
The latest Crowdstrike global threat report revealed that some adversaries even setup marketplaces
to advertise and sell potential victim’s sensitive data [49].

While there have been many technical approaches to battle against exfiltration threats, an earlier
report (the SANS 2016 security analytics survey [179]) indicated that many organizations still rely
on inadequate security, with the following problems being highlighted :
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• Corporations are short of skilled professionals, funding, and resources to support security
analytics.

• Organizations are still having trouble baselining ‘normal’ behavior in their environments, a
metric necessary to accurately detect, inspect, and block anomalous behaviors.

• Only 4% of respondents consider their analytics capabilities fully automated.
• Just 22% of respondents are currently using tools that incorporate machine learning (ML),
where ML offers more insights that could help less skilled analysts with faster detection,
automatic reuse of patterns detected, and more.

The 2020 SANS Network Visibility and Threat Detection Survey [160] further reported that while
conventional rule-based and signature-based methods have been utilized in most organizations’
networks/hosts, of the participating organizations:

• 59% still believe that lack of network visibility poses a high or very high risk to their
operations.

• 64% of respondents experienced at least one compromise over the past 12 months.
The situation has not improved in recent years [49], as there is a continuing lack of skilled

professionals. In fact, as corporations moved their critical assets including sensitive data to the
cloud, protecting against exfiltration threats became even more complicated, because cloud-based
assets created an additional attack surface. Thus organizations had to deal with problems arising
from having too many people potentially able to access sensitive data from their cloud data
repositories). Insufficient human resources dedicated to cybersecurity, combined with increasing
system complexity, likely explain why insider exfiltration threat has become the second most
common cloud threat [127].
Industry reports have revealed socio-technical issues that limit the effectiveness of defense

perimeters in combating exfiltration threats. In other words, a significant source of the challenge
in tackling cybercrime and data exfiltration is the complexity of the information to be analyzed
by human actors. Thus in the remainder of this survey, we review current technologies in place
to defend against exfiltration incidents. set in the broader view of approaches being applied in
industry in order to reveal potential issues when considering socio-technical relationships between
organizations, humans, and the machine.

2 OBJECTIVES AND RESEARCH QUESTIONS
Surveys reported in the previous section revealed that dealing with exfiltration requires not
only securing perimeters, but also dealing with complex socio-technical issues that limit the
effectiveness of defense perimeters in combating exfiltration threats. As the technology implemented
to strengthen perimeters becomes more advanced, system networks are being secured with more
complicated defensive applications. However, the problem of whether or not domain experts can
fully trust, or properly operate, these new technologies, is rarely discussed.

In dealing with complex, inside the perimeter issues, the human component (domain experts such
as security analysts, security engineers, IT/network admins, etc.) is usually key in resolving/mitigating
threats. Human decision makers need to respond to a wide variety of cybersecurity incidents.
However, human involvement in the application of defense countermeasures against data exfiltration
has received scant attention in past reviews of relevant research literature. Thus, this survey aims to
fill the gap concerning interactions between the human component and current countermeasures.
Inspired by the literature comparison provided in the survey work published by Sabir et al. [164],
we also summarize the difference between this review with past literature reviews in this area
(Table 1).
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Table 1. Comparison between the current survey and major previous surveys on relevant topics in the past
decade

Topics
Covered

[178] [209] [117] [8] [70] [164] [96] [26] [11] [65] This
Survey

Adversary Types and Characteristics x x x x x x x x x
Attack Vectors and Campaigns x x x x x x
Threat Models and Frameworks x x x
Countermeasures x x x x x x
Countermeasure Limitations x x x x x x x
Countermeasure Human Factors x x x
ML Solutions x x x x x x x x
ML Limitations x x x
Human Role in Expert-ML Systems x

As can be seen in Table 1, our survey covers a more comprehensive set of topics than earlier
surveys, focusing particularly on the human component that has often been ignored in earlier
surveys. It should be noted that while [11] and [65] have covered human factors topics, they
either focused on behavior analysis approaches [11] or situational awareness [65]. In addition to
covering more recent literature, this survey also covers a wider variety of issues that arise when
supportive/automated approaches are introduced to what has previously been a more human-
directed workflow. The following research questions summarize our motivation (Table 2).

Table 2. Research questions as the foundation of this survey

Research Questions Tasks and Objectives

RQ1
What countermeasures are being applied
against internal exfiltration threats?

Identify common defensive approaches applied
in industry to detect exfiltration events, and each
of their usage scenarios and limitations.

RQ2
What are the human roles/tasks in these
countermeasures?

Identify the human component in terms of human
experts’ role in the human-technology system of
the countermeasure being applied.

RQ3

What are the actual benefits/limitations after
applying these countermeasures, considering
human users, organizational structures, and
other socio-technical factors?

The objective of this research question is to determine
the actual value of defense countermeasures, considering
the whole socio-technical system efficiency, so as to
identify research gaps.

As shown in Table 2, this survey extends previous work by considering human involvement in
defending against exfiltration threats. We started by defining research scope and potential actors
(section 3). We then reviewed cyber threat model frameworks and associated defensive approaches,
summarizing current use of different methods across sectors (section 4). This summary should help
readers understand the application of these defensive countermeasures against exfiltration threats.
We then review the limitations of these approaches, focusing in particular on the human tasks that
can be difficult for domain experts.

3 SCOPE OF THIS REVIEW: TYPES OF THREAT AND ACTOR
Since cybersecurity is a complex domain that involves socio-technical interactions between adversaries,
it is useful to start by defining the scope of the threat and the actors involved. Based on NIST’s
“Guide for Conducting Risk Assessment” [24], there are four major types of threat sources:

• Adversarial: individuals or groups that seek to exploit the organization’s cyber resources
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• Accidental: erroneous actions taken by individuals executing everyday responsibilities
• Structural: failures of equipment, environmental controls, or software due to aging, resource
depletion, or other circumstances which exceed expected operating parameters

• Environmental: disasters and failures of infrastructures that are outside the control of the
organization (e.g., cases where backup tapes are lost by trucking companies [98])

In this study we consider mostly adversarial threats (excluding structural and environmental
threats, and only discuss accidental threats for those situations where unintentional behavior can
potentially do the most damage) due to the nature of exfiltration incidents, that mostly involve
direct human activity. Accidental threats are usually conducted by a legitimate user. This type of
threat involves unintentional violation of norms or policies [81, 198] and is usually detectable with
customized DLP (Data Loss Prevention) systems that follow organization policies. By contrast,
adversarial threats usually come from external sources and may be carried out persistently and
covertly (and be harder to detect as a result) if the attackers have sufficient resources.

Malicious external adversaries who have established a foothold inside the perimeter are usually
referred to as masqueraders [136]. Establishing this foothold typically requires a sequence of
activities [117], with a common attack campaign involving three stages: research, attack, and
exfiltration [209]. In the research stage, sometimes referred to as the enumeration stage, attackers
can leverage OSINT (Open-Source INTelligence) to search for public-facing domains and potential
disclosure of internal information. They can also choose more aggressive approaches such as
port scanning or web vulnerability scanning in order to discover unpatched vulnerabilities or
bad codes/misconfigured settings of public-facing servers. Attackers can then exploit discovered
vulnerabilities such as local/remote file inclusion (LFI/RFI), SQL injection, insecure direct object
reference (IDOR), cross-site request forgery (CSRF), etc., to get remote code execution, hijack
user sessions, or obtain user credentials that may later on yield remote access. The whole attack
campaign may eventually lead to the exfiltration of sensitive data.
In addition, masqueraders having abundant resource, e.g., funded by hostile state entities, may

carry out more sophisticated attack campaigns and are more capable of maintaining a C2 (Control
and Command) channel, targeting enterprise or government networks. Such long-term threats
posed by well-resourced adversaries are typically referred to as APTs (Advanced Persistent Threats)
[38].

Regardless of which TTPs (tactics, techniques, procedures) and how sophisticated attack campaigns
external adversaries employ in order to get access to the internal network, they eventually
impersonate internal users [166]. This often leads to a “shared” user account which is effectively
owned by both the original valid user, and the new malicious user who will misuse the account
credentials from time to time. Thus, defending against exfiltration at this stage may require focusing
on behavioral changes of internal users, since significant changes in a user’s behavior may be due
to the actions of malicious attackers who have captured, or are sharing, the user account.

Since data exfiltration threats arise not only from external actors, we also consider internal actors
in this review. Internal actors may pose even greater threats to data security, with industry reports
suggesting that internal threats are increasingly serious. The proportion of exfiltration threats
conducted by internal actors increased from 17% in 2011 to 30% in 2020 [14, 212]. Internal actors
may have been authorized with legitimate access to an organization’s internal computer systems,
data, or networks, but when they act maliciously (i.e., their actions are counter to policy/code of
conduct) they are referred to as traitors [74, 149]. In the context of data exfiltration, the goal of
these “traitors” is to “negatively affect confidentiality, integrity, or availability of some information
asset” [166] for a variety of incentives such as revenge, monetary reward, hacktivism, etc.
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Most traitors depend on four main enabling resources: Access to the system; ability to represent
the organization; knowledge of the system/network; gaining the trust of the organization [90].
Traitors can have a variety of roles such as employees, contractors or consultants, clients or
customers, joint venture partners, and vendors. However, external actors may also recruit, or
collaborate with, trusted internal personnel and thus create an insider threat by allying with an
internal user [140].

Traitors, as well as masqueraders who have successfully obtained valid credentials and sufficient
knowledge, share the following properties:

• They have access to the system
• They can represent the organization
• They have knowledge about the internal workings of the system they have infiltrated

In principle, insiders, whether traitors or masqueraders, should behave differently from other
users as they prepare a data exfiltration exploit [42, 70, 84]. Thus, the kind of analysis needed to
defend inside the perimeter will mainly depend on differentiating normal from abnormal behavior.
Previous work on data exfiltration has relied on anomalous behavior detection, often using statistical
and machine learning techniques [112, 135]. However, algorithms that seek to detect anomalies
typically do not have access to the implicit human knowledge that can recognize subtle differences in
normal versus abnormal behavior. It has proven difficult to provide accurate detection of malicious
behavior without generating large numbers of false alarms (false detections), because behavior
will tend to differ across different adversaries, who will have different motivations, resources,
and preferred methods. Thus in the following sections, we will consider actors as insiders with
similar data exfiltration motivations, regardless of whether there were originally inside the network
(traitors) or not (masqueraders).

4 DEFENSE AGAINST EXFILTRATION
Numerous countermeasures have been proposed to protect cyber properties for organizations in
terms of their “CIA” (confidentiality, integrity, and availability) in recent decades. Each of these
countermeasures can support the detection of certain types of anomalous activities, in different
stages of an attack campaign. However, within the scope of this research, not every approach is
suitable for detecting/protecting against exfiltration threats.

In this section we survey common countermeasures that protect against exfiltration threats using
a top-down approach. We start by reviewing cyber threat models and frameworks that capture
core characteristics of exfiltration campaigns, so as to better conclude useful and prevalently
implemented countermeasures. We first summarize best-of-breed cyber threat models, commonly
used in industry, to elucidate the usual countermeasures chosen by organizations against exfiltration
attempts. We also discuss the advantages and limitations of these countermeasures in combatting
exfiltration activities, and we highlight their inattention to human factors issues associated with
how experts interact with these countermeasures or interpret their output.
Our goal in this section is to help readers understand which approaches are required at each

stage, so as to prevent an active campaign from advancing further (often referred to as the “kill
chain”). As part of the exposition, we will drill down into the details of each countermeasure, from
the most passive and uni-functional, to proactive and integrated approaches, in order to illustrate
their usefulness and limitations.

4.1 Cyber Threat Models and Frameworks
While conventionally security events are handled as separate incidents, each incident is usually the
result of a sequence of failures in corresponding security controls. Using a bottom-up approach to
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resolve incidents separately can patch holes on the attack surface. However, it neither guarantees
proper protection against future threats nor improves the overall security of the organization. A
top-down, comprehensive (and most likely manual) review of the system-wise security design is
needed to make sure that the overall security posture is robust against novelties. Thus researchers
have proposed using cyber threat models to provide high-level aspects regarding: attack surface
and vulnerability; risk and impact; stage and campaign from both attackers and defenders’ point of
view. By using this approach, practitioners can achieve a top-down, broader view, of how to reduce
attack surface so as to improve all around security.

Previous studies defined threat modeling from different points of views (aspects), as summarized
in the following Table 3 [224].

Table 3. Defining Different Aspects of Threat Modeling

Aspect Definition

General

• A structured way to secure software design by understanding an adversary’s goal in attacking
a system based on the system’s assets of interest [20, 201]

• Threat modeling is the process of enumerating and risk-rating malicious agents, their attacks,
and those attacks’ possibleimpacts on a system’s assets [197]

• A sound analysis of potential attacks or threats in various contexts [210]

System Evaluation
• A conceptual exercise to analyze a system’s architecture or design to find security flaws

and reduce architectural risk [153]

•
The process to analyze system architecture, identify potential security threats, and select
appropriate mitigation techniques [66, 224]

Application Development
• A systematic way to identify threats that might compromise security [123]

•
A process to analyze the security and vulnerabilities of
an application or network services [51, 186]

Various threat models have been proposed to fulfill cybersecurity needs, with commonly accepted
models, such as the cyber kill chain, later evolving into cybersecurity frameworks. These frameworks
collectively describe the practical usage of security technologies in terms of their targeting threats
and application domains. Most frameworks help field workers to identify response and mitigation
strategies, and thus are typically considered fundamental to organizational security design and
management. From a number of frameworks commonly implemented by industry [199], we review
three in the remainder of this subsection, focusing on their ability to identify potentially useful
exfiltration countermeasures.

4.1.1 Microsoft STRIDE Framework. One of the earliest cybersecurity frameworks is the Microsoft
STRIDE security framework [104]. The STRIDE framework uses a 2-step approach to evaluate
detailed system design in terms of security [184]. In step one, analysts should build a data flow
diagram (DFD) to identify assets, dataflow, and the boundary of a network system in place. There
are two major variants of using STRIDE [102] in this step:

• STRIDE per element [185] recommended highlighting the elements such as the external
entity, the process, the flow, and the DFD data in terms of their behavior and operations

• STRIDE per interaction [97] suggested considering elements’ origin, destination, and
interactions (can better capture threats that are only visible in interactions between systems)

Next, in step 2 an analyst should determine the potential threat category of an entity, from
several general known threats from which STRIDE is named after. The STRIDE general threat
categories are as follows [85]:

• Spoofing identity (Confidentiality/Integrity at risk)
• Tampering data (Integrity at risk)
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• Repudiation (Integrity at risk)
• Information disclosure (Confidentiality at risk)
• Denial of service (Availability at risk)
• Elevation of privilege (Confidentiality/Integrity at risk)

Using the STRIDE framework can be time consuming [185]. STRIDE uses the DFD to visualize
every asset of an organization network system. As the scale and complexity of the organization
increases, the total number of assets to be analyzed tends to grow exponentially. One study [171]
hypothesized that it would be difficult to detect more than about two threats per hour during
analysis. Another problem found by Scandariato et al. was that STRIDE leads to a roughly 25% false
positive rate with around a 65% chance of missing a threat.

Mitigating the problems noted in the previous paragraph, STRIDE is relatively easy to adopt for
organizations [184] and it is effective in identifying known threats [218]. Several studies suggested
that combining STRIDE with other approaches, for instance, scores from CWE (common weakness
enumeration) and CVE (common vulnerability enumeration) databases [85]; or combining STRIDE
with NIST standards [124], can improve overall performances in terms of threat detectability and
efficiency.
In general, the STRIDE framework provides organizations a structure of element identification

and threat modeling. This defensive framework should improve all round security for organizations,
but with large organizations the use of STRIDE can be time consuming. STRIDE does not exclusively
list approaches that can protect against certain threats. Thus, other frameworks that have more
granularity in terms of attack techniques in exfiltration threats also need to be considered.

4.1.2 Cyber Kill Chain. One of the most well-recognized threat models in industry is the cyber
kill chain, which focuses on the offensive process. The cyber kill chain represents attack vectors
as a sequence of stages, from scouting for information to the final action on objectives, in seven
phases [91, 105]: Reconnaissance; weaponization; delivery; exploitation; installation; command and
control (C2); actions on objectives.

Figure 1. Cyber kill chain formulated by Lockheed Martin [119]

Attackers may not always follow this sequence in a linear fashion. It is possible that an adversary
could have multiple campaigns working in parallel at different phases. The whole campaign is often
initiated with social-engineering methods, in which it may skip a few phases. When defending
against cyber-attacks a “cyber kill chain” approach is adopted (Figure 1) where each phase of the
attack is seen as an opportunity to shut the attack down [119].

The cyber kill chain is capable of describingmany types of adversary activities and provides a basis
for detection and investigation [103]. It is commonly used in industry to support incident response,
providing guidance to relevant stakeholders such as forensic investigators, threat hunters, malware
analysts, and other “blue team” members. Focusing on the kill chain also supports collaboration
amongst stakeholders [226].
There are different ways to implement the cyber kill chain concept. For instance, the diamond

model was proposed to support “feature” exploration in each stage of the cyber kill chain [31]
that can depict the core features of an intrusion (an adversary deploying a capability over some
infrastructure against a victim). By pivoting through each stage and the core features, analysts
can better identify the fundamental relationship between attack vectors and defensive approaches to
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Table 4. An integrated view of cyber kill chain stages and potential countermeasures

Stage Definition [226]
Countermeasures [31, 91]

Detect Other Protecting Functions

Reconnaissance Identifying, selecting, and profiling the target Firewall
Deny access with Firewall Rules

Deny with Access Control Lists (ACLs)

Weaponization
Coupling of remote access trojan with
an exploit into a deliverable payload

NIDS Deny transmission with NIPS

Delivery
Transmission of the payload to the

target environment
NIDS

User Training

Deny delivery with NIPS
Disrupt with user training

Degrade with email queuing/filtering

Exploitation
Triggering the payload on the

target system
HIDS

Deny with proper patching
Disrupt with execution prevention

(executable black/white list)

Installation
Installation of backdoor and
maintaining persistence

HIDS
Disrupt with NIPS

Disrupt with Antivirus software

Command Control
Outbound internet controller servers

to communicate with compromised host
NIDS

Deny with Firewall Rules
Deny with HTTP Whitelists

Disrupt with NIPS

Actions on Objectives Network Spreading or Data Exfiltration
Audit Log

Data Provenance
Deny with Firewall Rules/ACLs

Deceive with Honeypot

protect against them. That relationship can also help identify countermeasures that are potentially
useful at each stage of an attack campaign, for example, Table 4 shows approaches that may be
useful in defending against exfiltration campaigns, including the stages involved and their action
definitions.

4.1.3 MITRE ATT&CK Framework. The MITRE ATT&CK Framework for Enterprise aligns with
the cyber kill chain model, while updating it with adversary techniques as they are developed and
become available [109, 200]. It evolved from the cyber kill chain, focusing on possible tactics in and
after the delivery stage, as shown in Figure 2.

Figure 2. The relationship between MITRE ATT&CK tactics and the cyber kill chain

The MITRE ATT&CK framework focuses on the TTPs (tactics, techniques, and procedures) of
adversaries, where “a tactic is a behavior that supports a strategic goal; a technique is a possible
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method of executing a tactic. Each technique has a description explaining what the technique is,
how it may be executed, when it may be used, and various procedures for performing it” [6].
Given an understanding of the whole chain of attack vectors that constitute a threat, one can

predict future actions along the attack chain and develop strategies to deal with them. In the present
context of data exfiltration threats, the possible tactics are listed as follows [131]:

• Automated Exfiltration
– Traffic Duplication

• Data Transfer Size Limits
• Exfiltration Over Alternative Protocol

– Exfiltration Over Symmetric Encrypted Non-C2 Protocol
– Exfiltration Over Asymmetric Encrypted Non-C2 Protocol
– Exfiltration Over Unencrypted/Obfuscated Non-C2 Protocol

• Exfiltration Over C2 Channel
• Exfiltration Over Other Network Medium

– Exfiltration Over Bluetooth
• Exfiltration Over Physical Medium

– Exfiltration over USB
• Exfiltration Over Web Service

– Exfiltration to Code Repository
– Exfiltration to Cloud Storage

• Scheduled Transfer
• Transfer Data to Cloud Account

Note that the techniques listed in the exfiltration category of MITRE ATT&CK cover only the
final step of an exfiltration threat, i.e., exfiltration of data out of the network.
The techniques incorporated within the MITRE ATT&CK framework are updated to reveal

the latest attack vectors based on real-world observations [223], including knowledge concerning
Advanced Persistent Threats (APTs). However, while the ATT&CK framework presents many
adversary techniques, they do not provide guidance on how the techniques can be combined and
applied. This can be a major issue because adversaries may blend multiple techniques together in
order to accomplish the objectives [6].

4.1.4 Summary and Implications. The three frameworks covered above each have their own unique
strategy for modeling threats. The STRIDE framework focuses on system elements (or interactions
between elements) within the network from a defenders’ aspect; the implementation of the cyber
kill chain highlights important features to be explored at each campaign stage during an incident
response or table-top exercise; whereas the ATT&CK framework provides comprehensive TTPs for
better detection of offensive campaign and their paths [199].

We can recognize network assets and flows using the three frameworks, so as to identify potential
countermeasures in each stage of an exfiltration campaign (with feature exploration), and search
for every possible technique to be detected using the ATTCK framework. The countermeasures
identified are shown in Table 5. This table updates countermeasures noted in previous surveys (e.g.,
surveys in Table 1 that covers various topics such as conventional countermeasures [209] and later
ML solutions/countermeasures [164]) with the exfiltration countermeasures presented in Table 4.
Countermeasures against integrity and availability attacks are outside the scope of this study

because we focus here on confidentiality attacks (exfiltration). Since we highlight the role of the
human in dealing with software tools in this research, certain deceiving and degrading technologies
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that generally work without human involvement are also excluded. Also excluded are some
completely manual investigative technologies that do not involve automation. The final selected
countermeasures are listed (Table 5) in three major categories: perimeter defense, data protection,
and alerting and monitoring.

Table 5. Common countermeasures against exfiltration and their functions, traits, and limitations

Category Countermeasure Functionality Trait and Limitation

Perimeter Defense
Firewall Block request based on predefined rules/policies

(Passive) Operate based on

predefined rules or signatures
(Network) Intrusion Detection Detect unwanted traffic based on pre-stored signatures

Access Control Block/Grant access based on policies, roles, or attributes

Data Protection
Encryption Protect against data leakage for data at rest and in motion (Passive proactive) Provide

supporting evidence but require

furtheralerting functions

Data Provenance Provide evidence of data modifications and transfers

Honeytoken Trigger alerts of data modifications and transfers

Alerting and Monitoring
(Host/Network) Intrusion Prevention Detect unwanted traffic/activity and send out alerts (Proactive) Constantly monitoring

but can trigger a high volume of

false alarms

Endpoint Protection Monitor normal/anomalous behavior on endpoints

Data Loss Prevention Prevent unwanted traffic/process/behavior in the intranet

The three “Categories” each represent a common security design strategy against exfiltration:
perimeter defenses block unwanted access; data protection ensures that infiltrations that provides
data access do not necessarily lead to information disclosure (e.g., a successful SQL injection
attack may not necessarily yield information disclosure if data stored in the database is properly
encrypted); and thirdly, alerting and monitoring strategies provide overall security both to the
organizational intranet and to its core sensitive data.
In addition, the “Countermeasure” column in Table 5 arranges the order of logs, alerts, and

prediction in ascending order of the degree to which they involve the expert in the process. These
interventions will help a human expert establish customized IOCs (Indicators of Compromise),
so as to form a “big picture” of the attack campaign and to “hunt threats”. The whole process is
human-centered to a large extent, but scant research has studied the importance of this critical
human component in human-machine security systems. Thus, in the remainder of this section,
we survey studies concerning our proposed research questions 1 and 2. We review the studies
and technologies proposed and implemented in detail and introduce problems relating to the
unacknowledged human component (in human-machine systems), such as those that arise when
domain experts operate or consume information from these technologies.

4.2 Perimeter Defense
Technical countermeasures to protect against exfiltration have relied extensively upon perimeter
defense as the primary layer of defense. Networks are often partitioned into public zones, demilitarized
zones (DMZ), and private (restricted/controlled) zones with perimeters using firewalls, and within
each network, access control rules and intrusion detection systems are placed to restrict access to
allowed user/traffic only.
While perimeter defenses have been well understood for decades, they can nevertheless save

human experts a great deal of effort since they function as a filter against unwanted user/traffic.
Even when perimeter defenses fail, their logging functionalities may still be very useful in triggering
cyber forensic investigation by human experts while also serving as a major source of input for
machine learning (ML) models. Reviewing logs collected through perimeter defense systems may
support establishing valid IOCs so as to stop an active attack campaign as early as possible or to
prevent similar threats in the future.

4.2.1 Firewall. Network firewalls form the outer layer of perimeter defense between the untrusted
internet and the trusted intranet, or between local network segmentation [92, 182]. These firewalls
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restrict network traffic through accepting, denying, or dropping/resetting requests and thus
significantly reduce the number of potentiallymalicious packets being passed into the organizational
intranet. However, since firewalls are only effective when their rules are properly configured [220],
and the rules are usually set to block known bad traffic, network firewalls are not fully effective at
handling human-executed, novel exfiltration threats.
In addition to network and host firewalls, web application firewalls (WAF) are crucial in terms

of protecting web servers [44]. Web servers are usually public facing to fulfill required business
functions. They are consequently more vulnerable because they provide many opportunities for
attack. As a result, web-based attacks such as SQL injection or cross-site scripting (XSS) are
very common in modern computer environments [9]. A well-configured WAF may block web
requests based on context, and/or sanitize user input for the sake of zero trust, so as to protect
web servers from malicious attempts [207]. WAFs can also provide compensation controls when a
major web server update is not deployable while some critical vulnerabilities have been published.
Unfortunately, WAFs have similar issues as other types of firewalls because they all need preset
rules or policies, thus making them less resilient.
Researchers have suggested using interactive approaches to increase the usability of setting

up or re-configuration firewalls at a personal network level [177]. By creating an additional
interface between firewalls and users, either visual or auditory, these tools help improve users’
efficiency. However, interactive interfaces may sacrifice technical details, especially for personal use,
sometimes undermining human-technology system performances [156, 157]. At an organizational
level, while experts are willing and capable of handling complex security information, it is much
more difficult to configure multiple sets of firewall rules or update them. Thus, interactive tools
(e.g., supporting visualizations) are needed to manage complex system configurations [113, 122].

With recent advances in ML implementation, policy configuration data and rule updating at the
backend have improved significantly. ML may support reducing errors caused by misconfiguration
and increasing packet dropping accuracy, and, most importantly, reduce expert workload [3, 208].
Automatic models work well with human experts in this case, since anomaly rule detection and
massive packet attribute inspection do not involve complex human behavior detection.

Experts may use firewall logs as an initial step in forensic investigation as well as threat hunting.
Exfiltration threats, and associated malicious activities, may arise from disgruntled users who have
legitimate accounts privileges, and whose exfiltration activity may only be detected when they
attempt to transfer data out of the protected network. When data is exfiltrated, the firewall is the
final opportunity to detect outgoing sensitive data. However, detecting such activities with firewalls
at the perimeters may be too late. For this reason, access controls are typically used in combination
with firewalls, and are configured to prevent both unwanted external users and insiders from
reaching protected zones.

4.2.2 Access Control. In contrast to firewalls that control network traffic, access control systems
limit user access to protected files, databases, or network zones. Starting with the early development
of the access matrix [110, 173], various types of access control models have been proposed, with
four models currently dominant in industry.

Initially, therewere twomajor control strategies: discretionary access control (DAC) andmandatory
access control (MAC). DACs use access control lists (ACLs) to manage whether a user should be
assigned access (and define what operations can be made such as read and/or write privilege) to
the requested resources [168, 170], based on their identities registered on the system.
While DACs are simple to configure and support timely updates to fulfill business needs, they

are often vulnerable to impersonation or to certain types of malwares such as RAT (remote access
trojan) [56]; since all the DAC restrictions are based on identities, DACs will not be effective
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Table 6. A summary of the advantages and disadvantages of different types of access control models

Access Control Type Advantage Disadvantage

DAC

(owner-controlled)

• Simple configuration through ACL

• Current task-oriented

• Support timely update

• A user may have excessive ACL settings

• Vulnerable to impersonation

• Difficult for centralized control

• Prone to assign over or under privilege

MAC

(lattice-based)

• Centrally manageable (object and subject labels)

• Stronger enforceability

• Single configuration for a group of users

• Less flexible when group-wise collaboration is needed

• Centralized management cost

RBAC

(hierarchical)

• Centrally manageable (user roles)

• Least privilege yields better security

•
Easier to manage user roles than item labels

(better flexibility)

•
Large organizations may have complex employee structures

and thus reduce the manageability of user role assignment

• Multiple roles and access granted to one user may lead to over privilege

ABAC

(granular and scalable)

• Centrally manageable (user attributes)

• Dynamic and task-oriented

• Highly scalable

• Difficult to define and manage attributes at the beginning

when someone impersonates another user. In addition, users with multiple identities may request
resources from multiple identities on each system, making central management extremely difficult.

In contrast, MACs use labels to manage groups of resources (i.e. confidential, secret, top-secret),
so that only a subset of users who have matching labels (clearance) can access. By forming a “lattice-
based” control method, MACs are strongly enforceable and easier to manage centrally [141, 167].
However, if resources are required to share between groups, the highly restricted environment
controlled by MACs may not be suitable. In addition, since labels are assigned to both users and
the resources, it may be costly to set up a central management center.

Both DACs and MACs fail to satisfy the needs for industry practitioners [94]. Due to the defects
listed above, role-based access control (RBAC) systems were developed, gradually becoming the
dominant access control strategy. RBACs use organizational roles as the main basis for defining user
privileges [63, 169]. Based on the organizational chart, roles can easily be assigned and reassigned
to a user, and only when needed, leading to a guarantee of ‘least privilege’, at all times [64].
Since RBACs manage roles only (instead of both resource and user identities as is done with

systems likeMACs), themanagement cost can be significantly lower. However, in largemultinational
corporations with many thousands of employees, the disadvantages of RBAC became apparent.
Business roles in very large organizations are complex and the business hierarchy may be unclear,
increasing the complexity of managing roles, and increasing the chance of assigning undesirable
levels of privilege to users with multiple roles.
Addressing the failings of other access control models, a more sensitive attribute-based access

control (ABAC) was proposed [88, 144, 174]. ABACs rely on a top-down, uniformly controlled
framework that defines every aspect of "everything" [134]. Attributes can be values including
sensitivity of a resource, identity and context of a user, or even environment factors as long (as
they can be further defined and applied as policies). If DAC, MAC, RBAC each represent a type
of filter that can screen and remove based on its unique filter category, ABAC contains a great
number of filters including, but not limited to, these three categories.
When constructed well, access control can be applied more easily and securely [94], with the

marginal cost of adding instances or attributes. A summary of the advantages and disadvantages of
all four types of current access control are presented in Table 6.
Maintaining a complex attribute framework and dynamically reassigning access may be as

difficult as maintaining complex, distributed firewall rules. However, ABAC systems have a lot of
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data regarding user attributes that could be extremely useful in terms of detecting unusual behavior
by cross-referencing attributes [4] forming a strong basis for detecting insiders using ML.

4.2.3 Intrusion Detection Systems. While rule-based systems can detect malicious packets based on
content inspection, current approaches typically carry out that detection using network intrusion
detection systems (IDS). Network IDSs look for signature matches in web requests, emails, and
other packets to detect malicious payloads that sneak through rule-based defenses [5, 45, 108, 221].
However, signature-based detections rely on a pre-existed database that contains known attack
signatures. Since signature-based approaches are not able to detect novel threats, anomaly-based
IDSs were proposed [230].

Anomaly-based IDSs perform content inspection by not only looking for signature matches but
also by comparing the current profile with predefined "normal" profiles [68, 215]. IDSs then produce
a numeric score (the higher the less secure of the system), usually between 1 to 100, representing
how anomalous a profile is [133]. In this way, anomaly-based approaches are more capable of
handling novel attacks in real time. However, anomaly based IDSs also have significant drawbacks.
As shown in Figure 3, it may be difficult to match a single score of how anomalous a profile is to
an attack pattern that is occurring in real time [111]. The anomaly score rises after an attack has
begun and will fall once the attack has ended. Since the time-sensitive nature of attack profiles
makes it difficult to assign a proper score, anomaly-based IDSs are prone to false alarms.

Figure 3. Mechanism of IDS scoring malicious payloads (originally Figure 2 in [111])

While there have been numerous approaches proposed to solve the excessive false alarm issue,
especially with the increased use of ML algorithms [7, 39], industry reports (for instance reports in
section 1) have shown that human experts are still overwhelmed by false alarms with no solution
currently in sight. With little knowledge of the human factors of anomaly detection, research on
the impact of current anomaly detection systems on human users in terms of user-centered testing
and workload assessment is urgently needed.

Perimeter defense approaches employ a wide variety of methods to detect network-based attacks.
They all, however, suffer from the disadvantages noted above. While perimeter defenses can screen
out a large majority of attack attempts before they reach the intranet, they are less capable of
combating exfiltration activities. As a result, defense strategies based on analysis of data usage
within the intranet has become a focus for cyber-defense activity.

4.3 Data Protection
Rather than forming a "great wall” around valuable data, systems can seek to ensure that the
data itself is difficult to be exfiltrated, trackable if modified/moved, or useless if not accessed by
authorized personnel. There are three major ways to achieve these objectives that can be used in
parallel/combination: encryption, data provenance, and honeytokens.

4.3.1 Encryption. Modern data encryption and decryption technologies originated in the two
twentieth century world wars. Early development of encryption and decryption methodologies was
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concerned with national security [53]. As the usage of electronic data sharing in industry started
to flourish, a standard to implement cryptography algorithms publicly was needed.
The Data Encryption Standard (DES) was one of the first widely available (being tested and

analyzed) symmetric-key algorithms (encrypting and decrypting with the same key) for data
encryption. It was commonly used in businesses in the 1980s [190]. The DES standard ultimately
proved to be insecure, due to its relatively short key length. The Advanced Encryption Standard
(AES) thus was proposed to replace DES utilizing block ciphers and longer key lengths [50].

While symmetric-key algorithms have the merit of being efficient, they suffer from the fact that
if the key is exposed during insecure transmissions, anyone could easily decrypt and access the
plain-text. Thus, the concept of encrypting and decrypting data asymmetrically was proposed
[55]. A widely accepted implementation of the asymmetric-key algorithm is the RSA public key
encryption cryptosystem [162]. RSA utilizes the difficulty of factoring large prime numbers to
generate a pair of keys: a published public key and a secret private key, where the plain text can be
encrypted with a public key and decrypted with a corresponding private key. The concept of the
asymmetric cryptosystem implementation is shown in Figure 4.

Figure 4. RSA public key encryption cryptosystem

RSA does not disclose the original material (plain text) if partial pieces of the ciphertext are
exposed [71, 180]. RSA and its derived algorithms are currently considered secure in industry, until
such time as an adversary obtains quantum computing technologies [33].
Encryption approaches focus on either protecting data in motion or protecting data at rest.

Data in motion is usually vulnerable to man-in-the-middle attack. Encryption of data transmitted
through the internet is crucial to prevent data leakage; for instance, the current TLS (Transport Layer
Security) version 1.2 [54] secures web requests against eavesdropping. By contrast, protecting data
at rest can be more difficult than protecting data in motion. In many cases, adversaries (especially
insiders) may be more interested in stealing high volume of sensitive data at rest rather than small
pieces of information in motion. It is thus important to label the sensitivity of data so that access
clearance and records can be properly managed. There are several ways to classify data sensitivity.
For instance, Executive Order 12356 [46, 150], describes three levels of information classification:

• Top Secret, where unauthorized disclosure could cause exceptionally grave damage to the
national security

• Secret, where unauthorized disclosure could cause serious damage to the national security
• Confidential, where unauthorized disclosure could cause damage to national security
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These three levels are proposed as a standard. There are many approaches complying with the
standard so as to assign data sensitivity, such as using role and access patterns [129] to classify
data, or using NLP (natural language processing) technologies to learn from text fragments and
assign file sensitivities. Once data classification is completed, a data owner (usually a senior role
who is responsible for data collection, protection, and data quality retention) can make decisions
concerning the assignment of data access or editing permissions to users [225].

Many studies have been carried out on securing data in motion and data at rest using encryption
technologies. However, cryptography itself is not sufficient to secure data in motion from man-in-
the-middle attacks, and data at rest from physically accessing [211], its ability to stop exfiltration
threats is limited in the following scenarios:

• Key stealing: Cryptography requires the secret key being protected securely (which usually
rely on access control). Successful social-engineering attacks or impersonation can lead to
key disclosure and sabotage data security.

• Data in use: legit users need to access clear text data for their day-to-day job. Spyware can
easily record decrypted in-use data and thus cause data leakage.

• Insider threat: an insider with sufficient privilege can access original, unencrypted data
at any time. Sometimes a user may unintentionally print out data that is supposed to be
encrypted and secured at rest, thus leading to data exfiltration.

Thus, in the next subsection we consider data provenance as a supplement to encryption; data
provenance keeps track of sensitive data location more effectively, protecting it against exfiltration.

4.3.2 Data Provenance. Data security constitutes an important aspect of the cybersecurity posture
[13] of an organization. Data provenance is closely related to exfiltration threat protection, as it
can provide reliable sources of evidence for domain experts as they form hypotheses to carry out
investigations and build IOCs (Indicators of Compromise).
IOCs are indicator measures of whether a user account has been compromised. Accurate IOCs

greatly facilitate threat hunting, allowing organizations to proactively look for malicious behaviors
[126, 130]. Data provenance (sometimes referred to as the ‘lineage’ of data) provides data “labels”
that can facilitate the process of building valid IOCs. It is thus crucial information for hunting novel
or insider threats.
Implementing data provenance involves keeping track of data origins, as well as managing

data arrival processes [29]. Conventionally, there are two ways of managing data provenance in a
database [187]:

• Annotation: data origins and transfer points are ‘annotated’ in the metadata [22]
• Inversion: queries/functions used to derive data are stored and can ‘inversely’ reproduce
source and derived data [99]

While both data provenance methods are readily scalable in modern systems [89], annotation
can provide more information completeness. Current data provenance applications orchestrate
various data sources. They are combined with other security approaches so as to detect anomalous
events by tracking every possible modification (read, write, execution and transfer) of data files.
Some data provenance application examples are:

• Monitoring data accesses and following on the chain of processes [107, 216]
• Providing tamper-proof function (using blockchain) to secure cloud data [116]
• Establishing trust so as to retain security status in the IoT (Internet of Things) environment,
where multiple different metadata sources and formats are inevitable [57, 87]

• Integrating historical and contextual provenance data to triage false positives [1]
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Data provenance can be obtained from system process calls [10], or can be obtained from email,
print, copy (e.g., to removable drives), and any other traceable activities at a higher application/database
level [61]. The collected provenance data should be secure from tampering, for instance, using
provenance-aware platforms such as the Trusted Platform Module (TPM) [204]. Implementation
primitives such as encryption, hash, signature, or watermarking [229] should also be considered,
so that analysts can rely on the information for investigation. An interesting example of a secure
provenance collection method is the Red Star system, developed by the North Korean government
(according to a YouTube video cited in [121]). It is “an operating system that has been specifically
enhanced to append “watermarks” based on the specific hardware being used. The receiving system
can see the thread of previous systems that opened the file. In this case data provenance is secured
and can provide non-repudiable information regarding who might be leaking files or creating
“subversive” content.

With improvements in computational power, data provenance may contain more granular
information (e.g., specific workbook in a spreadsheet file or particularly selected area in a table) that
can more precisely indicate the causal relationship of events [80]. This can improve the efficiency
of conducting investigations concerning the chain of exfiltration activities [60], which could also
improve APT activity detections [93].
For large organizations, however, considering the number of files they need to secure, data

provenance may create “too many” additional details. The problem of having too much data is
much more salient than having too little data in modern threat detection, especially in a large
corporate environment. Detailed data provenance can create huge amount of data as actions are
tracked through a system. Like excessive numbers of false alarms generated in automated anomaly
detection, data provenance threatens to create more information and potential threats than human
analysts are able to handle.

Thus, it is believed that supporting experts, who are working on investigations using provenance
with ML, may help them automate repetitive screening tasks, making their investigations less
burdensome. ML models may support automatic threat detection using IOCs formed with low-level
provenance data, transforming that data into enriched security incident knowledge, with a higher-
level of abstraction, that is more suitable for human consumption [152]. However, when experts
are trying to make critical decisions (e.g., determining whether an instance is malicious or not), ML
outputs with low interpretability may do more harm than good. High-level abstractions may be
unsuitable for people with high expertise, since the more expertise practitioners possess, the more
“interpretability” they are likely to require in model output [30].

Experts need more explanation of model output, so that they can trust and rely on model outputs
in making critical decisions, but too much explanation may be counterproductive. There is a
tradeoff between the level of abstraction and the richness of model explainable outputs, with too
much abstraction reducing expert trust in ML recommended decisions, while too much detailed
explanation may be distracting and create inefficiencies. In addition, different experts may have
varying requirements for model interpretability. Thus, the level of interpretability needs to be
customized so that experts can trust the model and integrate model outputs into their decision-
making process. ML models failing to fulfill these requirements may in turn reduce detection
efficiency and create excessive burdens on human experts (A more detailed discussion of the
expert-ML interactions is provided in section 5).

4.3.3 Honeytoken. Amore aggressiveway to protect sensitive data is through the use of honeytokens.
Honeytokens evolved from the concept of honeypots. A honeypot is a decoy, a closely monitored
network intended to trick malicious actors into providing insight into their techniques. Honeypots
have the following advantages [132, 154, 193, 195]:
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• Distract or mislead adversaries from valuable real targets
• Alert domain workers in advance
• Allow investigation of the vectors performed by adversaries
• Reduce false alarms (because activities performed in a honeypot are most likely malicious)

A honeypot acts as a decoy host that contains data that looks sensitive in order to lure adversaries
to attack it, so as to detect the identities of the adversaries (in some rare but valuable cases) and
their TTPs. A honeypot can also involve low or high interaction [217]. Low interaction honeypots
emulate and monitor some specific services such as known Windows vulnerable services [12] and
SSH server [47].
With low interaction honeypots, attackers cannot interact with the operating system directly.

In contrast, high interaction honeypots support a more flexible interaction environment that can
provide various types of data for investigation, such as tcpdump data, keystroke logs, file access
details, and other input/output associated with adversaries’ activities [217]. A high interaction
honeypot might be insightful for analyzing comprehensive adversary attack vectors and creating
IOCs to prevent upcoming attacks.

A honeytoken is an expansion of the honeypot concept, faking digital items such as credit card
number, database entry, or credentials [194], making them quasi-authentic, and placing them in
the system within the intranet [21]. Two major ways of creating honeytokens from database rules
are [227]:

• Obfuscation: substitute sensitive attributes and their values with artificial data
• Generation: completely generate artificial data from scratch

High definition honeytokens should be indistinguishable even with extensive efforts performed
by domain experts [196]. Thus, they can be used to trigger alarm when someone tries to interact
with certain rarely accessed database entries [148]; to keep track of the fingerprint (similar to
provenance) of an active attack campaign [196]; or even protecting 2 factor authentication (2FA)
with injecting honeytokens as words into credentials [143]. Whenever a honeytoken is accessed,
used, modified, or transmitted, an alarm will be triggered to notify relevant personnel. Proper
alerting and monitoring technologies must be prepared in advance to deal with Honeypot data and
honeytokens.

4.4 Alerting and Monitoring
With some exceptions, passive rule-based, signature-based, and anomaly-based detection approaches
have been implemented in a way that requires human experts to be proactive in their investigations
(hunting potential threats). Relying solely on passive protection puts undue load on human resources.
As a result, approaches to continuously monitor endpoints, networks, and databases have been
implemented. In this way, it is possible to alert corresponding personnel with timely and relevant
information, in order to improve expert-machine collaboration efficiency and reduce human costs.

4.4.1 Intrusion Prevention and Endpoint Protection. Host-based firewalls and IDSs can detect policy
violating processes at endpoints using real-time signature matches [37, 142]. By obtaining operating
system audit data, host-based approaches provide better granularity than network-based approaches,
and thus can perform better in internal attack detection [95, 117]. On top of the reactive/passive
detection functions with firewalls and IDSs, the concept of Intrusion Prevention System (IPS) was
proposed to alert human experts in a timely fashion while isolating threats [232].

Host IPS approaches can be expanded, so as to monitor processes across endpoints and unify with
different data sources. Such approaches are called Endpoint Protection Platform (EPP) and Endpoint
Detection and Response (EDR) systems [35]. EPPs integrate signature-based and anomaly-based
approaches to detect anomalous activities on endpoints, such as irregular memory consumptions
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[138]; using whitelist/blacklist rule enforcement to prevent novel attacks from executing other
program; and eliminating potential malicious processes to control damage from spreading to other
hosts on the same network segment.
EDRs extended EPP approaches by integrating cutting-edge technologies, such as ML-infused

detection using real-time IOCs [35]. They monitor endpoints across an organization’s network and
provide visibility to human experts. Thus, EDRs can discover covert anomalous activities through
comparing endpoint activity profiles.
In addition to system calls, processes, and audit events, EDRs use the User Entity Behavior

Analytics (UEBA) platform as a major data source concerning human behavior. UEBAs focus on
detecting anomalous user behaviors on enterprise endpoints [159], in which examples of anomalous
behaviors can be multiple login retry, unusual access location/IP, large outbound email attachment,
file printing activity, unrecognized program execution, intense activity before termination, etc.
UEBAs can use time series data from endpoints to detect novel insider activities by classifying

(and visualizing) chains of human behaviors [101, 181].
In modern enterprise environments, endpoint events are typically managed centrally, using

an SIEM (Security Information and Event Management) . SIEM is a technical solution for data
centralization and visualization. SIEM aggregates activities collected from sources across networks
and endpoints, so as to help administrators implement security policies and manage events/alerts
centrally [158]. For larger organizations, a SIEM is sometimes replaced by a more advanced XDR
(Extended Detection and Response) system, more prevalently referred to as a SOAR center (Security
Orchestration, Automation and Response).

A SOAR can be considered as a SIEM with enriched data from a larger variety of sources. SOARs
usually require higher adoption costs [52], but the integration efforts to build a SOAR usually leads
to better AI implementation later on in large organizations. Figure 5 shows the relationships among
EDR, UEBA, SIEM/SOAR, as well as other approaches mentioned earlier (honeytokens should be
placed in the data protection block).

Figure 5. A quadrant diagram of SIEM/SOAR data sources and their relationships

Figure 5 summarizes countermeasures that may support detection against exfiltration threats,
where each colored block represents a type of data source that can be used in further investigation
and threat hunting. Among the countermeasures, UEBA provides a relatively complete human
behavior information profile that can be used in cross-endpoint EDR investigations and incident
responses.
Centrally managed endpoint protection approaches require experts to work with their rich

functions and data sources proactively. Analysts working with these platforms can respond to
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anomalous events in real time. However, for platforms focusing on human activities, this can be a
disadvantage due to the nature of unpredictable and novel human behavior. Users on endpoints do
not always operate with certain fixed patterns. Thus, numerous alerts can be generated as false
positives [206]. Consequently, these platforms may cause fatigue, overwhelm, and reduce situational
awareness of human experts because of the well-known alert fatigue phenomenon [1, 15]. Alert
fatigue in turn leads to human-machine system performance degradation and undermines overall
security performance with a canonical example of poor human factors outcomes due to alert fatigue
being the case of the Three Mile Island nuclear incident [25].

4.4.2 Data Loss Prevention. While large numbers of false alarms can be burdensome for human
experts, one approach to reduce the number of false alarms is by lowering the sensitivity of
detection and focusing on the final exfiltration actions. Because every exfiltration campaign has a
final exfiltrating action, organizations can focus on preventing this final step by applying business
functions (i.e., a Data Loss Prevention. or DLP, system) that define acceptable vs. unacceptable
actions.
A DLP can inspect file contents and block policy violating actions preceding outbound traffic,

so as to prevent sensitive data from leaving the intranet [205]. This should significantly reduce
alerts being presented at a SIEM, reducing human workload. Many vendors supply DLP solutions
to organizations [79]. At a minimum, a DLP system should provide the following functions [118]:

• Define data sensitivity to create a data inventory that contains sensitive data location
• Discover sensitive data at rest and relocate the data to logged secure inventory
• Manage data usage policies and how they are enforced, including data handling such as
data cleanup and disposal

• Monitor, understand, and visualize (make visible to the organization) sensitive data usage
patterns

• Prevent sensitive data from leaving an organization by enforcing security policies proactively.
• Report data loss incidents and establish incident response capability to enable corrective
actions that remediate violations

While it sounds straightforward to “block outbound sensitive data”, sensitive files can be
dynamically created and deleted constantly, making it difficult to track which data is sensitive. If
sensitive data is not tracked adequately, the DLP may fail to block transfers that should be blocked,
undermining security, or may block too many transfers, undermining system service quality [222].

Since DLP systems operate using rules, they are subject to the same problems (noted earlier) as
other rule-based systems. To block sensitive files from leaving the intranet, DLP requires certain
policies/rules to operate properly, based on how the following questions are answered:

• What kind of actions should be blocked?
• Who (which privilege), when operating what, should be blocked?
• How to block?

As the scale of the organization increases, it can be more difficult to answer these questions,
making the defined policies more complex. As a result, a DLP system following these complex
policies can in turn generate a large volume of false positives.

4.5 Social-Engineering Attacks
As discussed in section 1, social-engineering attacks have become one of the most common attack
vectors used by adversaries and are a major producer of exfiltration threats. Thus, we describe some
previous surveys and reports in this subsection to highlight the need to handle social-engineering
attacks and to raise more awareness of this topic in relation to data exfiltration. Note that combating
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social engineering attacks involves human factors issues associated with user behaviour. However,
our focus in the rest of this review is on human factors issues when domain experts examine
accounts that are possibly compromised (often due to a social engineering exploit).
Social-engineering attacks usually do not follow the conventional kill-chain path, but rather,

adversaries leverage sophisticated reconnaissance on victim’s publicly available information (also
known as the offensive OSINT) to obtain valid credentials. A social-engineering attack campaign
usually focuses on developing the user/victim’s trust, and then exploiting that trust [2]. One of
the most common social-engineering attacks is a phishing attack. People often blindly follow
instructions on a masquerade email or text, and provide their credentials (or any other valuable
information), because they are misled to believe that the sender is legitimate [120]. Conventionally
there are two types of countermeasures to handle social-engineering attacks [165]:

• Computer-based (software, system, tool)
• Human-based (training, educating, situation-awaring)

Computer-based countermeasures utilize the methods discussed so far (sometimes with slight
amendments) such as; rule-based blacklisting or whitelisting, signature-based malicious URLs
detection, alerting/monitoring email activities to put a banner notification on external unknown
senders, etc. Software tools can efficiently prevent social-engineering attacks before they reach the
human target. One such protection against phishing attack is multi-factor authentication (MFA).
MFA blunts the impact of social engineering-based attacks, since it is based on attributes that are
hard to acquire by a third party in addition to attributes that a user knows (such as passwords
and pins, which are easier to acquire for purposes of spoofing a legitimate account holder). MFA
involves:

• Something you have (such as a device or an ID card)
• Something you are (such as biometric information)

In contrast, human-based countermeasures focus on the human factors of potential human
targets. An organization might enforce mandatory training sessions to educate internal network
users regarding how to identify social-engineering attacks so as to improve their awareness.
Sometimes an organization may insert its own pseudo-phishing emails into user mail queues to
detect the susceptibility of those users to social engineering attacks. However, organizations remain
susceptible to social engineering attacks whenever they are feasible, due to a variety of human
foibles such as over-trust, impulsiveness, or greed. The vulnerabilities of human nature have made
humans "the weakest link in the security pipeline”, a weak link that is easily taken advantage of
[172]. Human slips/errors may weaken human-based protection, and consequently, undermine the
effectiveness of computer-based countermeasures.
In recent years, social-engineering attacks have evolved. Social-engineering attacks may no

longer obtain access to a network system, but simply deliver a malicious payload. The delivery
process can be covert (e.g., the recent Excel macro malware attachment attack reported by Fortinet
[231]), and the goal is only to install ransomware onto the target system. The adversary can then
demand a ransom and threaten sensitive information disclosure, as presented in reports in section
1 [49, 127, 147]. This new type of attack is even more difficult to prevent because one negligent or
careless employee can cause severe damage to the whole intranet.

Hardening the system network against social-engineering attacks can be difficult. Domain experts
must protect not only the computer network but also human interactionswith the computer network.
This has become a socio-technical issue, where there is a lack of comprehensive guidelines to
support their work. The cybersecurity domain urgently needs more investment in training people
in order to enhance their social-engineering attack awareness [165]. More advanced detection
countermeasures to battle social-engineering attacks are also needed.
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4.6 Summary of Countermeasures
Many countermeasures have been proposed to protect organization networks from exfiltration
campaigns. These countermeasures support detection and provide other protective functions. They
also provide detailed, informative logs for further investigation conducted by human experts.
However, as noted in the preceding sections, large amounts of data, and associated alerts and
notifications, do overwhelm human analysts.

Although many researchers have focused on the algorithmic aspects of protecting against data
exfiltration, human analysts remain at the core of what are effectively socio-technical system.
Human experts carry out tasks such as:

• Constructing system perimeters and administrating privileges
• Implementing detection sensors and deploying alerting functions
• Building IOCs and interpreting logs
• Investigating anomalies and making final decisions

While automation through Machine Learning (ML) algorithms may handle repetitive “screening
and filtering” subtasks, critical decisions cannot be made solely relying on model outputs, especially
when model interpretability as well as performances (i.e., too many false alarms) are questionable.
In addition, analysis of cyber threats, especially exfiltration threats that are sometimes performed by
insiders, involves many variables that are latent, or that represent behaviors and implicit knowledge
that is inaccessible to algorithms and ML models. Thus, both detecting and investigating tasks
are dependent on human experts’ implicit knowledge of the organization concerning its business
functions and members’ normal behavior profiles, and thus the human role in protecting against
data exfiltration must not be ignored.
After extensive review of the relevant research literature and industry reports, it is clear that

there are few studies focusing on supporting the human role in exfiltration threat countermeasures.
But implementation of exfiltration countermeasures raises complex socio-technical problems and
thus the human role needs to be given more emphasis. In the following section we survey research
concerning the human role in automated ML systems in general, noting the limitations in our
current knowledge and the need for more research concerning the human role in future. While our
focus in the following section is on the human role in machine learning and in cybersecurity in
general, the issues raised will apply more broadly to human interaction with automation, and more
specifically to data exfiltration applications.

5 HUMAN ROLE IN MACHINE LEARNING SYSTEMS
Advances in machine learning algorithms have made ML an essential part of cybersecurity
countermeasures. As was discussed earlier in Sections 3 and 4, the human factors of expert-
automation interactions have not been thoroughly considered in the research literature on data
exfiltration. The role of the human expert or analyst continued to be ignored after ML models
were utilized in exfiltration countermeasures. ML may actually be making human interactions in
data exfiltration countermeasures less efficient. ML deployments require cybersecurity experts in
industry to acquire a new skill set. In addition to requiring new skills, applying automated ML in
cybersecurity may increase the workload of experts. In this section, we discuss SIEM (or SOAR)
systems introduced earlier (Section 4.4.1), demonstrating the need for more attention to be paid to
the human factors of how domain experts interact with automated ML models.

5.1 SIEM Integration with ML and Resulting Implications for Human Factors
Modern enterprise environments use a SIEM (or a SOAR) approach to integrate and centralize
complex data for the purposes of real-time attack detection and security event analytics (typically
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within a SOC, a Security Operations Center). SIEM systems provide log data collection and
integration functionalities, supporting expert investigation, forensic analysis, incident response,
incident mitigation, and reporting [100].

A SIEM tool works on data logs from a variety of security devices and traffic sensors [23]. These
devices and sensors can be the types of countermeasures discussed in section 4, such as firewalls
(including WAFs), IDSs/IPSs, authentication servers, and endpoints. There is usually an executive
SIEM that shows the overall behavior and risk associated with each device and sensor. Unresolved
events can then be triaged and highlighted using colors representing different threat levels [106]. In
this way, a SIEM can visually guide the expert to resolve the most urgent incident. The integration
of multiple data sources also helps, giving a “full picture” of the attack pathway/campaign including
other targets or areas that may be affected within the network system.

SIEMs utilize visualization intensively (and not just in executive dashboards) to visually support
experts in their search for anomalous patterns [139]. In contrast to other tools used by domain
experts, SIEM tools tend to follow human factors guidelines more closely. Integrating SIEM systems
with ML models may also lead to better categorization of network traffic and prediction of attack
patterns [28, 228]. With the help of ML technologies, incident responders should be able to both
obtain required information more efficiently, and isolate the compromised zone in a timely manner.
While studies have shown the usefulness of SIEM tools, SOC implementations in industry are

often not ideal. Chamkar et al. conducted a survey with 45 SOC analysts/SOC service providers [34]
and found deficiencies in automation and data orchestration (97%), visibility concerning IT security
infrastructure (95%), appropriate methods to handle false alarms (93%), and guidelines or playbooks
(92%). They also found a general lack of: training and attack simulations, knowledge towards
business risks, and adequate evaluation metrics, etc., in the SOCs that they studied. Meanwhile, a
study [72] showed that there are only few off-the-shelf SIEM systems that have ML functionalities.
The level of cybersecurity automation is currently far less automated than the level of automation
studied in academic settings. Thus industry faces a situation where there is a considerable amount
of manual (human) task activity in cybersecurity countermeasures but without the requisite
consideration of human factors issues.
How can we learn from this situation, and develop improved methods, not just for SIEMs, but

for all countermeasures in dealing with the threat of data exfiltration, and more broadly, within
the domain of cybersecurity. The promise of ML will not be fully realized if solutions are not
engineered with the properties of humans clearly in mind. In the following discussion we consider
four major human factors issues that have been prominent in a range of domains from nuclear
power to aviation and healthcare. We will use SIEM tools to exemplify the problems here and will
then further elaborate them in later subsections. Thus four key human factors problems are:

• Expert availability
• Situational awareness
• Trust and reliance
• Human-System Compatibility

Expert availability is a highly salient human factors issue for SIEMs. Experts are expensive, and
difficult to hire because of security knowledge shortages in the market [151]. Thus, human experts
are a precious resource and their time should not be wasted. However, SIEM deployment currently
relies on writing ad-hoc data collectors and compromise indicators case-by-case. This makes it
difficult for domain experts to keep track of large volumes of data [41]. In contrast, situational
awareness is usually well-considered in SIEM tools, which are typically constructed to promote
situational awareness [62]. However, interpreting SIEM dashboard outputs can be challenging. Few
studies (subsection 5.3) have covered this issue within the domain of cybersecurity. SIEM tools are
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widely used in attempting to automate decision-making processes [72], but the problem of setting
appropriate levels of trust and reliance for human experts has not been considered, neither have
human-system compatibility issues been discussed, although they are coming to the fore in other
ML application areas [17, 18].
In the remainder of this section we briefly review the role of human experts in human-model

systems as characterized in the previous research literature. This review will help identify problems
associated with implementing automation/ML in the domain of cybersecurity against exfiltration
threats, and will address our earlier research question 3 that concerns the actual benefits/limitations
of countermeasures, considering human users, organizational structures, and other socio-technical
factors.
Prior to reviewing each of these human factors in the following subsections, we will briefly

characterize the opportunities for including human expertise in various stages of the ML model
training process:

• In data collection: human interaction is involved in the collection of past events, the process
of use cases creation in simulation technologies, in the setup of honeypots, etc.

• In data pre-processing: human interaction is involved in defense system building, cyber
kill-chain design, system patching, rules/policies creation, signature databases maintenance,
data labelling, etc.

• In detection process: human interaction is involved in knowledge input, discussion between
domain experts and ML experts, and related activities

• In results and analyses: human interaction is involved in reading output, investigations,
resolving alerts, and making different types of judgements

The human role is important throughout the monitoring and detection process, but it has rarely
been considered in past research and that role has been poorly defined. As a result, the outputs
provided by ML models and software countermeasures will often be ignored or misinterpreted. This
deficiency should be addressed, and human factors should be considered in designing detection
algorithms. While human factors issues are sometimes considered out of scope in highly automated
systems, they will start to come to the fore in strategic decision-making concerning the selection
and preprocessing of data, and in model training.

While we noted four human factors issues in this section, we will conclude by recognizing that
the essential difficulty in defining the human role in combating data exfiltration, and perhaps
in cybersecurity generally, is that humans work very differently from algorithms and have very
different input and output requirements. While there may be some recognition of this fact at a
conceptual level, we are a long way from dealing with it in operational settings. The following
subsections review the four human factors problems listed earlier as a necessary step towards
defining more appropriate and useful roles for humans in an interactive ML process.

5.2 Human Expert Availability
Expert availability is an important constraint when deploying an automated learning model in
cybersecurity. We focus here on the workload generated by expert investigations triggered by ML
detection processes (including model training and testing). There are two ways of introducing ML
models to an organization: using off-the-shelf models or designing a customized model.

While using off-the-shelf models may seem easy and direct, model outputs may not be compatible
with conditions in some organizations, creating extra work for domain experts who then need to
perform testing, debugging, and patching. However, building customized models is not a task that
an ML engineer can complete without involving domain experts. The required extensive discussion
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of model goals, and reviews of multiple iterative updates, can significantly increase domain expert
workload.

The relative lack of domain expert availability (in comparison to the needs for expert input) also
limits the effectiveness of ML methods that rely on training processes, where the human experts
label instances. Active Learning (AL) can improve training by providing more efficient human
expert labelling [175]. In AL, instances that the ML prediction model is more uncertain about are
preferentially presented for labelling, with the goal of making the prediction process converge
towards more accurate modelling more quickly [176]. However, while AL has been tested and
applied in a wide variety of non-expert labeling tasks, its performance has not been thoroughly
studied with labeling tasks that require expertise (i.e., experts may not always be able to confidently
provide “correct” labels). This gap in the literature concerning when and how AL should be used
thus requires better ways to deal with limited expert availability in cybersecurity applications.
In complex scenarios (for instance detecting unintentional email exfiltration), good quality

labeling may not be sufficient. Well-trained anomaly-based ML models may still generate too many
alerts, demanding excessive amounts of time for expert review. As an example, an excessive number
of alerts was one of the aggravating factors in the Three Mile Island near melt-down [146]. Dealing
with too many alerts may create “alert fatigue” [32]. Alert fatigue has been observed in a number of
different domains including healthcare, aviation, and oil drilling [36]. Alert fatigue can be lessened
by reducing the number of alerts and/or making alerts easier to deal with.
One strategy for reducing the number of alerts that need to be processed is to cluster them

into meta-alerts [78]. In this way, numerous alerts can be classified, so that experts do not have to
investigate each of them one by one, but instead, can look into alerts and resolve them as clusters.
This is a good example of changing the way that information is presented to experts to make it
easier for them to process. Aside from changing the content presented to experts, it is also possible
to change the look and feel of the interaction through interface design. Interface design is a crucial
determinant of system usability. For instance, visualization may be an effective way to present data
patterns in context [213]. Collections of principles and guidelines for HCI design include Nielsen’s
general rules [137] and Gerhardt-Powel’s principles [69].
Another important aspect of interface design in cybersecurity is (machine) explainability of

system decisions and actions. Explainability reduces workload by making it clear to experts why
the system is performing as it does [76, 82]. However, as mentioned in section 4.3.2. there is a
tradeoff between the level of abstraction and the richness of model explainable outputs. Experts
may not be able to work effectively without properly presented output from ML models [214].
In summary, current methods place too high a load on scarce human analysts and experts.

Thus, methods are under-utilized, and even when they are utilized, their results/findings are not
implemented effectively due to a shortage of people who can check them or put them into practice.

5.3 Situational Awareness
Another topic that should be considered when applying ML approaches in cybersecurity is experts’
situational awareness. Situational awareness is traditionally defined as “the perception of the
surroundings and derivative implications critical to decision makers in complex, dynamic areas
such as military command and security” [58]. Maximizing situational awareness may guarantee
“operational risks to be mitigated, managed, or resolved prior to a mission or during operations”
[125].
Barford et al. [19] used the term “cyber situational awareness” to refer to the application of

situational awareness in cybersecurity, where there are seven major requirements that describe
what domain experts should be aware of to make their cyber network safe (of which the following
four will be considered here since they are relevant to our concern with expert-model interactions):
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• Awareness of the current situation (also known as situation perception)
• Awareness of adversary’s behavior (the trend of the attack)
• Awareness of the quality and trustworthiness (of the collected situation awareness information
items and the knowledge-intelligence-decisions derived from these information items)

• Awareness of plausible future evolution (from the current situation)
Cyber situational awareness can be reached when these requirements are met, and when data

collected from sensors can be directly interpreted into expert-readable information [188]. This
requires a bridge between the cyber layer and the physical layer, which in our point of view, is an
interactive model. The SMART 2.0 proposed by Snyder et al. is a good example of showing how
an interactive learning model can connect cyber data with human cognition, boosting situational
awareness, as well as model training [192].
Unfortunately, current ML communities focus more on automating the detection and alerting

processes rather than integrating experts with situations that arise in the cyber layer. There has
been insufficient consideration of how algorithmic outputs will be interpreted and used by domain
experts when combating data exfiltration threats.

5.4 Trust and Reliance
A third human factor, trust in ML models, may have a major impact on expert-model team
performances. Trust in automation is a requirement of working with and using machines. Aviation
is a good example of this. In the past century or so, the perception of flight has gone from flying as
a dangerous activity carried out by trained specialists who accept the known risks, to a routine
activity that is safer than driving, although not always perceived to be as safe [189].
In earlier human-machine teams, the performances of human-machine collaboration and the

definition of “who is in charge” of the team were largely affected by the trust from human
operators to the machine and the self-confidence to themselves. The more they can trust in machine
capabilities, functionalities, and robustness, the more the automated process can be carried out
by the machine itself without manual interventions [114]. This led to a model of supervisory
control [183] where the human collaborated with the automation, ceding varying degrees of control
authority to the automation, from complete control (e.g., being a passenger in a vehicle) to assistance
with aspects of the task (e.g., cruise control in an automobile).

In practice, machines are becoming more capable, and thus there is increasing automation with
humans handing more tasks to the machine. This process is particularly salient in the case of
automated vehicles, where there are associated human factors issues as drivers become supervisors
and where they are often faced with distracting technologies in the vehicle [77]. Thus, over-trust,
or over-reliance, on machines can be problematic, and it is crucial to measure the trust and reliance
from humans to the machine [115] to make sure the trust boundary is always clearly defined and
used to constrain design inputs and outputs for ML models.

5.5 Human-System Compatibility
Lastly, for highly professional domains like cybersecurity, the relationship between humans
and machines is circumscribed. In cybersecurity, model outputs have to be verified by expert
investigation or cross-departmental discussion concerning the authenticity of suspected breaches.
The role of the machine, an ML detection model for instance, is to support experts making
judgements. The machine works like an advisor giving directions and suggestions but without
making final decisions. This change in role necessitates re-consideration of which metrics should
be used when evaluating ML performances in domains like cybersecurity because model evaluation
metrics may not reveal human-model team performances [17].
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For example, with respect to detection model updates, ML experts normally focus the evaluation
on detection accuracy and seek to improve the precision/recall tradeoff. However, improvements
due to the model update might also lead to a change in feature weighing or a re-tuning of hyper-
parameters, without this information being disclosed to the actual users of the model, the domain
experts. Thus, becoming under-informed of the strategy and tactics of the model, they may find it
harder to accept model outputs leading to less trust in the system. As a result, the model might
be getting objectively better, but the human-model team may end up performing worse [18, 40]
because the compatibility of the human-AI team has decreased, and the ultimate decisions may be
based on an incomplete understanding of the situation.
In addition, providing excessive, explainable model details to the human can lead to another

“obedient” problem. For instance, Bansal et al. showed that despite many studies suggest that
explainability of model outputs may help improve human-ML system performances, the excessive
explanations are more likely to increase the chance that a human participant may “blindly” accept
the recommendation from the machine without thoroughly considering its correctness [16]. The
overall system performance improvements are only contributed from the model performance
improvements, where the human participant is merely a “rubber stamp”. This can be a signficaint
issue in applying ML in cybersecurity; because the human component is now experts making
critical decisions, and explainability may in turn confuses them. Expert-ML systems and their
compatibility thus are yet to be studied.

5.6 The Human Role in ML and Cybersecurity Applications
Human factors issues will be relevant in cybersecurity applications as long as humans are “in the
loop” and part of the decision-making mechanism [48, 83]. We have not yet reached the point where
large organizations are willing to rely solely on ML algorithms to defend against data exfiltration.
In practice, that point may never be reached, since the absence of human intervention may be used
in litigation to extract greater damages by lawyers representing parties who have been damaged
by a data exfiltration incident. When automation fails, the obvious criticism is “why wasn’t there a
human in the loop to check that everything was ok?” Similar considerations mitigate against the
use of fully automated aircraft or trains. No matter how good a model is, it has to operate within
the constraints of our increasingly complex socio-technical systems [43].

6 RECOMMENDATION AND FUTURE RESEARCH
The material presented in previous sections of this paper has reviewed problems with current
data exfiltration countermeasures, and has identified a need for greater consideration of human
factors issues in this area. Domain experts have a large amount of implicit knowledge that is not
recorded in the data available to ML algorithms. Much of this knowledge is “compiled” and difficult
for experts to verbalize [145]. However, with suitable interfaces and tasks, experts can reveal this
knowledge when they answer timely questions in appropriate contexts.

In a complex environment, limited human bandwidth and attentional resources make it difficult to
maintain adequate situation awareness. For an organization that may have millions of interactions
running across its network each day (or even hour or minute in some cases) the problem of
maintaining situational awareness becomes increasingly challenging. ML, data visualization,
and other computer aiding methods can provide situation awareness and highlight the most
important features of the current situation, but that highlighting has to be done carefully, so that
the information is presented to human experts in a way that matches their needs and capabilities,
as well as their expectations in the particular context.

Providing the right information at the right time will also help manage the mental workload of
domain experts. Without proper interaction design between experts and ML algorithms as well as
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their outputs, there is typically a significant stream of alerts representing possibly anomalous cases,
and the domain expert needs to try and prioritize the alerts and sift through them. Prioritization is
necessary because with so many alerts it is not possible to deal with them all. Like an understaffed
call center with the phones always ringing, the expert is besieged bymore alerts than can possibly be
handled, leading to stress as well as high workload. Thus, it is critical to offload the routine handling
of alerts so that the expert can handle the highest priority alerts, for instance, those that need
to be interpreted with human expertise. Note that the human interaction with the ML algorithm
will involve not only sorting through high priority alerts, but also training the algorithm(s) with
labelling advice, feature weighting, and other activities.

Perhaps the greatest challenge of expert-ML systems is creating compatibility between humans
and ML algorithms [17]. In the case of deep learning, compatibility is particularly challenging
because it is difficult to translate the weights assigned to the many processing units (“neurons”) in
the network into simpler concepts, relationships and general weightings of importance that are
easily grasped by humans. However, the problem of opacity in neural network outputs is well known,
and research is ongoing into how to make approaches such as deep learning more consumable by
humans. In practice there may be a tradeoff, where domain experts and managers may be willing
to trade off a certain amount of model accuracy in return for greater interpretability. Thus, there
have been attempts to break down deep learning models by providing representative explanations
for insights [161]; or by utilizing local linear models to approximate detection boundaries near the
input instances, so as to help select key contributing features [75]. Regardless of the approach used,
humans need to remain in-the-loop to read results and make decisions about how to update or
apply models in the future.
In a domain like cybersecurity, where intensive situation-awareness and trust is needed, the

compatibility issue is always likely to be a problem. An interactive machine learning (iML) approach
that can directly address this issue by iteratively updating the training data based on human input
and by making the model’s logic more transparent is needed, so as to both hand control back to
human users efficiently and avoids the problem of unrecognized model brittleness [191] involving
states or cases where the model training is insufficient, and the model predictions cannot be trusted.
However, further studies are required before implementing such models in this critical domain.

7 CONCLUSION
The ever-growing threat of costly data exfiltration events has led organizations to recognize data
security as a major imperative. Unfortunately, efforts to secure the perimeters of organizational
networks have not adequately addressed the threats posed by insiders, either those who have
legitimate roles inside organizations, or masqueraders, who have obtained insider credentials (e.g.,
through phishing). Since there are many data exfiltration threats and knowledge of human behavior
is an essential part of analyzing these threats, previous algorithms that have relied exclusive on
ML based detection, followed by human review of alerts, have fallen short because they have not
addressed the full complexity of data exfiltration scenarios or relevant human factors issues. Thus,
there is a need to create a more active role for human experts throughout the process of detecting
data exfiltration activities. The assistance of human experts is relevant across the exfiltration
detection lifecycle, from data logging, rules creating, and debugging, to resolution of alerts and
performance of investigations. The need for vigilant detection methods will continue regardless of
whether sensitive data is stored in the cloud or within a network hosted by the organization. In spite
of efforts to prevent cybersecurity threats using new approaches such as zero trust architectures
[163], data exfiltration will continue to be a threat for the foreseeable future and it is part of the
fiduciary responsibility of organizations to include strong detection methods, as well as prevention
methods, in their defensive arsenal.
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In a domain that is rapidly adopting state-of-the-art automation methods, the importance of
expert knowledge in detecting data exfiltration events has been overlooked. In this paper we
addressed this issue by 1) surveying industry reports and previous studies to emphasize the urgent
need to place experts in-the-loop while creating automated models/systems; 2) documenting the
failings of current countermeasures and explaining why those failings occur due to inadequate
consideration of human roles; 3) describing why it is crucial to connect algorithms and experts
together, and emphasizing the need to improve the human factors of the domain expert work flow.

Cybersecurity applications that include a role for human experts are necessarily socio-technical
systems and cannot be safely and efficiently operated without considering relevant human factors
issues. In this paper we have not only provided a state-of-the-art review of data exfiltration
countermeasures, but have also provided insights into the human factors that need to be addressed
in future research.
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